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Abstract—Sleep state scoring usually relies on polysomnographic measurements, which include Electroencephalogram (EEG), Electromyogram (EMG), Electrooculogram (EOG), two or three lead chest Electrocardiogram (ECG), and may include other measurements. Overall, polysomnography is an intrusive procedure not well tolerated by infants and elderly. The goal of this research is to study possibility of automatic sleep state scoring from less intrusive measurements such as activity measurements and respiratory measurements by inductive plethysmography. The study is based on the Collaborative Home Infant Monitoring Evaluation (CHIME) dataset. Results demonstrate that the suggested approach is capable of scoring sleep states (awake, rapid eye movement and quiet sleep) with good accuracy.

I. INTRODUCTION

Sleep state scoring is widely used for diagnostic of sleep disorders and in physiological studies since many physiological variables have properties dependent on sleep state. For example, sleep state was an important predictor in a study of apparent life-threatening events in infants [1]. A typical sleep scoring procedure is based on polysomnographic (PSG) measurements [2] that include Electroencephalogram (EEG), Electromyogram (EMG), Electrooculogram (EOG), two or three lead chest Electrocardiogram (ECG), and may include other measurements. Overall, the high intrusiveness of the polysomnographic measurements creates problems with applications in sensitive groups such as infants and nursing home patients. Sleep/wake state scoring via activity measurements (actigraphy) is procedure with low intrusiveness that has been used in a variety of studies, including studies on infants [3, 4], adults [5], demented nursing home patients [6]. Sleep/wake identifications made in adults by using actigraphy have shown 85-95% agreement rates between actigraphy and polysomnography [7]. In infants, agreement rates varied from 54% to 87% at different ages [4].

The authors have investigated actigraphic sleep/wake detection in infants from Collaborative Home Infant Monitoring Evaluation (CHIME) database and received results comparable to traditional polysomnographic scoring [8]. One of the major differences from traditional actigraphy was in placement of the accelerometer on infant’s diaper (The sensor was originally designed to detect infant’s position rather than measure activity). The major drawback of the sleep/wake classification in is its inability to differentiate between quiet (NREM) and Rapid Eye Movement (REM) sleep states.

CHIME dataset also includes respiratory recordings performed by inductive plethysmography on RespiTrace PT home monitor [9]. Previous studies have shown that respiratory variability is a good predictor of sleep state (REM/NREM) if the sleep/wake state is known [10]. Therefore, it seems natural to attempt sleep scoring on a combined data set including activity measurements as a primary predictor for sleep/wake classification and respiratory measurements for REM/NREM classification. This paper presents some preliminary results of this study.

II. METHODOLOGY

A. Data

Data used in this paper represent a part of the CHIME dataset. Each infant in the CHIME study also had a standard in-hospital 8-hour PSG with EEG, EMG and EEOG performed on Healthdyne ALICE3 system versions 1.17 and 1.19 [9]. Sleep state scoring identified four primary sleep states: awake (AWK), REM sleep, quiet sleep (NREM) and indeterminate sleep (IND). Sleep state scoring on 30-second intervals (epochs) was conducted by trained technicians and used in this study as a “gold standard” in training and evaluating performance of the automatic scoring algorithms. Additionally, a home monitor (NIMS RespiTrace PT) recorded electrocardiogram, respiratory inductance plethysmography (RIP), pulse oximetry, and an accelerometer to detect motion and infant position.

Data from the home monitor (accelerometer signal, tidal volume and breath marker) were extracted, preprocessed and used as predictors for sleep state scoring. Accelerometer signal (Acc) was sampled at 50Hz as an 8-bit value; tidal
volume (Vt) was sampled at 50 Hz and 8 bits; breath marker (Bm) was computed from the respiratory signal to indicate breath duration. Fig. 1 shows unprocessed Acc, Vt, and Bm signals extracted from the monitor recordings. Preprocessing of the signals was performed in several steps:

Accelerometer signal:
1. The signal was aligned with the PSG sleep score on the 30-second epoch boundary.
2. An artifact (a momentary transition of the sensor signal to zero every 5021 samples) was removed from the signal.
3. DC levels of the characterizing infant’s position in the crib were removed by demeaning of every epoch.
4. Maximum absolute value and standard deviation were computed for every epoch.

Tidal volume:
1. The signal was aligned with the PSG sleep score on the 30-second epoch boundary.
2. Maximum absolute value after demeaning, mean, standard deviation and coefficient of variation were computed for every epoch.

Breath marker:
1. The signal was aligned with the PSG sleep score on the 30-second epoch boundary.
2. Mean and standard deviation of respiratory cycle time Ttot, and mean respiratory frequency were computed from the signal.

Fig. 2 shows some of the extracted features vs. sleep state.

B. Classification with Support Vector Machines

The predictor metrics (mean, standard deviation, etc.) extracted from the Acc, Vt and Bm signals were used to produce feature sets for classification.

The value of a given metric, taken for the last n consecutive periods produced a set of features F_n, …, F_2, F_1, F_0 associated with a given response variable. Lagged data are commonly utilized in sleep research due to the fact that sleep state transitions usually are not sudden. For this study, the value of n was chosen to be 4.

The response variable was represented by SLEEP/WAKE categories for sleep/wake detection (SLEEP represents a union of NREM and REM categories) or NREM/REM categories for sleep state identification. Indeterminate sleep state was not included into analysis. Sleep labels in the PSG score for each infant (A,Q,I,W) that were converted to numerical labels.

Classification was performed in R statistical package with Support Vector Machines (package e1071). The model was built as a C-classifier using radial basis kernels

\[ K(u, v) = e^{-\gamma|u-v|^2} \]

Two types of classification models were built on the same set of feature variables: a model for prediction of the Sleep and Wake states (SW), and a model for prediction of Active and Quiet states within the Sleep state (AQ).

A classification model was built for every feature extracted from the raw signals: 4 models for Acc signal (SW and AQ models based on epoch’s maximum and on epoch’s standard deviation); 6 models for Vt signal (SW and AQ models each based on one of the three extracted features); and 6 models for Bm.

The study involved 26 subjects. Initially all 16 possible classification models were built for each of the 26 subjects comprising the individual models. The training set for each individual model was taken as randomly selected 50% of observations with a requirement that the two classes (Sleep and Wake; Active and Quiet) were equally represented. The rest 50% of observations were left as a validation set.

The individual models allowed estimation of the quality of different metrics as predictors. The practical significance, though, lies in building the universal model that does not
TABLE I
Classification performance of the Sleep/Wake models

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Combined models</th>
<th>Individual models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agreement rate</td>
<td>Validation rate</td>
</tr>
<tr>
<td></td>
<td>(training sample)</td>
<td>(validation sample)</td>
</tr>
<tr>
<td>Acc: max *</td>
<td>0.7947</td>
<td>0.7405</td>
</tr>
<tr>
<td>std. deviation.</td>
<td>0.7814</td>
<td>0.7271</td>
</tr>
<tr>
<td>Vt: max</td>
<td>0.7779</td>
<td>0.7214</td>
</tr>
<tr>
<td>mean</td>
<td>0.7072</td>
<td>0.6551</td>
</tr>
<tr>
<td>coeff. var. *</td>
<td>0.7994</td>
<td>0.7477</td>
</tr>
</tbody>
</table>

Asterisk * indicates the best predictor in the group

Fig. 3. Validation rate for the best predictors from the combined SW models.

The combined models were produced by methods identical to those used for individual models, but the training data were pooled from 13 of the subjects. Remaining 13 subjects comprised the validation set.

The choice of SVM parameters (γ and misclassification cost C) was performed on a single subject by a grid search on validation set. Since for every set of predictors the best parameters essentially coincided, these values (e^{-3} for γ and e^{-1} for cost) were then uniformly applied to all the models for all subjects.

III. RESULTS

A. SLEEP/WAKE classification models

Individual and combined SW models were built for each of the lagged predictor metrics (n=4). Results from applying the SVM classification are given in Table I. The table shows the best predictor metric within each group of individual as well as combined models. Classification rates for individual models in Table I are averaged across the subject group.

TABLE II
Classification performance of the Active/Quiet models

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Combined models</th>
<th>Individual models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Agreement rate</td>
<td>Validation rate</td>
</tr>
<tr>
<td></td>
<td>(training sample)</td>
<td>(validation sample)</td>
</tr>
<tr>
<td>Acc: max *</td>
<td>0.6224</td>
<td>0.5264</td>
</tr>
<tr>
<td>std. deviation.</td>
<td>0.5980</td>
<td>0.5008</td>
</tr>
<tr>
<td>Vt: max</td>
<td>0.6906</td>
<td>0.6503</td>
</tr>
<tr>
<td>mean</td>
<td>0.5460</td>
<td>0.5168</td>
</tr>
<tr>
<td>coeff. var. *</td>
<td>0.5460</td>
<td>0.6471</td>
</tr>
</tbody>
</table>

Asterisk * indicates the best predictor in the group

Fig. 4. Validation rate for the best predictors from the combined AQ models.

The coefficient of variation for Vt and maximum of the Acc have shown the best and approximately equal performance both individual and combined SW models. Both of these predictors outperformed metrics derived from Bm (Fig. 3). Average rate from the combined model for the validation group of subjects based on VT’s coefficient of variation was 74.8% and from the model based on ACC max was 74% (compared with respiratory frequency producing average accuracy of 68%).

B. ACTIVE/QUIET sleep classification models

Results of the active/quiet sleep states identification are represented in Table II. Agreement and validation rates are very close between individual and combined models, indicating good representation of the data by classifiers. According to the values of the agreement and validation rates the best predictor for the AQ models was unambiguously coefficient of variation for Ttot (Fig. 4).

IV. DISCUSSION

Results of this study produce a few important observations.

First, the group of infants in this study was essentially the same as the group of infants in [8]. This gives an opportunity to compare results of sleep/wake classification on Acc signal...
by support vector machines vs. previously used Learning Vector Quantization (LVQ) networks and logistic regression. Average validation rate for individual SW models reported in [8] for LVQ networks was 75.3% while the same rate for logistic regression was 75.7%. The validation rate achieved by SVM on maximum of Acc predictor in this study was 81%, which shows some improvement over earlier results and potential advantage of using SVM as a classification model.

Second, results of SW classification show significant differences in performance depending on the used predictor variable. Maximum of Acc signal and coefficient of variation for Vt signal produced comparable results in sleep/wake classification. At the same time, none of the predictor metrics derived from Bm signal performed well. It should be noted that all three of the combined models built for Bm metrics have unexpectedly produced identical results, which upon further review was caused by classification of the whole data set as SLEEP. These results show that predictors related to respiratory frequency do not perform well in SW classification, confirming some of the finding reported in [10].

Third, results of AQ classification indicate a completely opposite picture. The coefficient of variation for Ttot shows the best results, while predictors derived from Acc and Vt signals lag in performance. Validation rates for models built with Acc derived metrics were in region of 50%, indicating that Acc is not a meaningful predictor for AQ classification.

Fourth, automatic scoring using these methods which are based on limited physiologic signals (activity, respiration) achieve comparable results to traditional sleep scoring using a full PSG [9].

Last, the AQ model was trained and tested using only the active/quiet data. In a two stage classification, that is, first stage (sleep/wake) and the second stage (active/quiet), error will compound from the first to the second stage, i.e. mistakes where sleep is called awake would be automatic errors for AQ. Ultimately, a model which combines the best features for SW/AQ needs to be developed.

V. CONCLUSION

Results of this study show that prediction metrics derived from respiratory signals and activity measurements show different trends in prediction accuracy of SLEEP/WAKE and QUIET/ACTIVE sleep states. Predictors derived from the accelerometer signal show the best performance in SW models but are insignificant in AQ models. Predictors derived from the tidal volume measurement have performance comparable to Acc in SW models and perform better in AQ models. Predictors derived from respiratory cycle time (respiratory variability) show the best performance in AQ models but perform inadequately in SW models.

Overall, these results suggest that an automatic sleep scoring methodology can be developed by combining the predictors derived from activity and respiratory measurements. Future work will consider the best-performing features in development of a combined model of sleep stage identification (AWK,NREM,REM,IND). Such a methodology can potentially reduce invasiveness of the sleep scoring equipment.
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