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Abstract

Free-text keystroke authentication has been demon-
strated to be a promising behavioral biometric. But un-
like physiological traits such as fingerprints, in free-text
keystroke authentication, there is no natural way to identify
what makes a sample. It remains an open problem as to how
much keystroke data are necessary for achieving acceptable
authentication performance. Using public datasets and two
existing algorithms, we conduct two experiments to inves-
tigate the effect of the reference profile size and test sam-
ple size on False Alarm Rate (FAR) and Imposter Pass Rate
(IPR). We find that (1) larger reference profiles will drive
down both IPR and FAR values, provided that the test sam-
ples are large enough, and (2) larger test samples have no
obvious effect on IPR, regardless of the reference profile
size. We discuss the practical implication of our findings.

1. Introduction
A biometric authentication system uses the physiologi-

cal (fingerprints, face, hand geometry, iris) and/or behav-
ioral (voice, signature, keystroke dynamics) traits of an in-
dividual to identify a person (identification) or to verify a
claimed identity (verification) [3]. A typical biometric sys-
tem operates in two distinct stages: the enrollment stage
and the authentication stage. During enrollment, a user’s
biometric data (e.g., fingerprints) is acquired and processed
to extract a feature set (e.g., minutiae points) that is stored
in the database. The stored feature set, labelled with the
user’s identity, is sometimes referred to as a template [8].
In order to account for variations in the biometric data of
a user, multiple templates corresponding to each user may
be stored. During authentication, a user’s biometric data is
once again acquired and processed, and the extracted fea-
ture set is matched against the template(s) stored in the
database in order to identify a previously enrolled individ-
ual or to validate a claimed identity. [8]

In this paper, we focus on free text, keystroke dy-

namics based user authentication [2]. During enrollment
of keystroke dynamics authentication, a reference profile
is created for each user by storing a certain amount of
keystroke data in a database. A test sample is later col-
lected from a user and matched against the reference profile
in order to authenticate the user. Unlike modalities such as
fingerprints, where there is a natural way to identify what
makes a sample (e.g., a fingerprint impression), it is unclear
how much keystroke data are needed by a reference profile
and a test sample, respectively, and what is the effect of their
size on authentication performance. This problem is related
to, but different from, template selection [1, 8], a process by
which prototype templates are chosen from a given set of
samples. Some keystroke authentication algorithms, such
as that of Leggett et al. [5], does not even require template
selection. Gunetti and Picardi [2] is the only other study that
briefly looks at this same problem, but their study is much
less thorough, and covers fewer combinations, than ours.

To explore the relationship between the amounts of
keystroke data 1 and authentication performance (False
Alarm Rate, or FAR 2, and Imposter Pass Rate, or IPR),
we conduct two experiments with two representative, state-
of-art keystroke authentication algorithms [2] [5]. For both
algorithms, while fixing other parameters such as threshold
values, we systematically vary the reference profile size and
the test sample size. We then analyze the relationship be-
tween data sizes and performance results. We find that (1)
larger reference profiles will drive down both IPR and FAR
values, provided that the test samples are large enough, and
(2) larger test samples have no obvious effect on IPR, re-
gardless of the reference profile size. We discuss the practi-
cal implication of our findings.

This is the first empirical study that explores the effect
of data size on performance of free-text keystroke authenti-
cation. Killourhy and Maxion’s study on keystroke dynam-
ics error rates [4] is closely related. They investigate the

1We measure the “amounts of keystroke data” in terms of the number
of characters that a user has typed.

2In contrast, some researchers prefer to referring to FAR as “False Ac-
ceptance Rate,” which corresponds to IPR, or “Imposter Pass Rate,” in this
paper.



effects of six factors on authentication performance, includ-
ing “training amount,” which is the number of repetitions of
typing the same given password (.tie5Roanl) in a user’s pro-
file. The key difference is that their study is about keystroke
authentication based on static, rather than free text, so the
issue of test sample size does not apply as in their work, the
test sample is fixed. While they draw essentially the same
conclusion regarding the effect of larger reference profiles,
understandably, their results do not include the interaction
between reference profiles and test samples.

The rest of the paper is organized as follows. Section 2
describes the two algorithms, the dataset used, and the ex-
perimental settings. Sections 3 and 4 present and analyze
the results from the two experiments, respectively. Finally,
Section 6 summarizes the results of this work and provides
future directions for research.

2. Experimental Setting
In this section, we describe the two algorithms [2] [5]

that we use in our experiments, the dataset, and how we
process the data to create a reference profile and a test sam-
ple for the experiments.

2.1. Experiment 1: Gunetti-Picardi’s Algorithm

For our first experiment, we implemented Gunetti-
Picardi’s user verification algorithm (cf. Section 5.2 in [2]).
Briefly, given a test sample X and a user A, Gunetti-
Picardi’s verification algorithm verifies whether X comes
from A, as follows:

1. For each legal user U in the system, calculate two met-
rics m(U) and md(U,X) defined as follows:

m(U): the average distance between all the samples in
U ’s profile.

md(U,X): the average distance between all the sam-
ples in U ’s profile and the test sample X .

2. If there exists any other legal user B of the system, to
whom the test sample X is closer than to the verified
userA, that is, md(B,X) ≤ md(A,X), then rejectX
for user A. Otherwise, X is closest to A in the system;
conduct a further test in the next step to ensure that X
is sufficiently close to A’s profile samples.

3. Furthermore, if test sample X is closer to the core of
user A’s profile samples than the average distance be-
tween themselves (m(A)). That is, if md(A,X) ≤
m(A) is true, then accept X . Otherwise, md(A,X) >
m(A) holds, and check the next condition.

4. Finally, accept X , if md(A,X) is closer to m(A) than
to any other md(B,X) computed by the system, i.e.:

md(A,X)−m(A) < md(B,X)−md(A,X)

Figure 1. ROC curve for user 4989044. Each of the 346 combina-
tions of threshold and standard deviation yields an FAR and IPR
that is represented by a single data point.

The distance between typing samples S1 and S2 is mea-
sured in terms of n-graphs (n consecutive keystrokes typed
by a user), using a measurement called “A” measure [2].
The “A” measure between S1 and S2 is defined as follows,
in terms of the n-graphs they share and a constant value t:
At,n(S1, S2) = 1 − (number of similar n-graphs shared

by S1 and S2) / (total number of shared n-graphs)
A constant t is needed for defining n-graph similarity.

More specifically, let GS1,d1 and GS2,d2 be the same n-
graph occurring in typing samples S1 and S2, with du-
rations d1 and d2, respectively. We say that GS1,d1 and
GS2,d2 are similar if 1 < max(d1, d2)/min(d1, d2) ≤ t,
where t is some constant greater than 1.

In our implementation, we use digraph durations and tri-
graph durations as features and choose the same value for
t as in [2] (t = 1.25). We sum up the A2 measure and A3

measure as the final distance between two samples.

2.2. Experiment 2: “Zone-of-Acceptance”

The “zone-of-acceptance” algorithm by Leggett et al. [5]
is based on the assumption that the latency times for all oc-
currences of a digraph in the reference profile follow a nor-
mal distribution N (µ, σ). If the average latency time for a
digraph in the test sample falls between the acceptance re-
gion ([µ− d ∗ σ, µ+ d ∗ σ]), the digraph is then considered
accepted; otherwise, it is rejected.

The similarity score for a test sample is in turn defined
as the ratio of the number of accepted digraphs over the
total number of digraphs appearing in the test sample. The
test sample is accepted if its similarity score is greater than
or equal to a set threshold. In their study, Leggett et al. set
d = 0.5 and an acceptance threshold of 0.6, for all users [5].
Instead, we are able to calibrate a different pair of d and
threshold values for each user.

We calibrate the d for standard deviations and accep-



Figure 2. Effect of Test Sample Size on False Alarm Rate (FAR). X Axis Represents Test Sample Sizes (number of keystrokes). Y Axis
Represents FAR Values. Each Line Represents the Results of Testing Reference Profiles of the Same Size, Ranging from 800 to 14,400
Keystrokes, against Test Samples of Different Sizes, Ranging from 160 to 1,600 Keystrokes.

Figure 3. Effect of Reference Profile Size on False Alarm Rate (FAR). X Axis Represents Reference Profile Sizes. Y Axis Represents
FAR Values. Each Line Represents the Results of Testing Test Samples of the Same Size, Ranging from 160 to 1,600 Keystrokes, against
Profiles of Different Sizes, Ranging from 800 to 14,400 Keystrokes.

tance threshold values as follows, using a dataset from the
authors of a previous study [2]. The dataset contains 31
users (slightly smaller than what was originally used in [2]),
with the amount of data per user varying between 13,000

to 19,000 keystrokes. We fix the test sample size to 1,000
keystrokes and use the remaining data to make a user’s ref-
erence profile. To calibrate the optimal d and acceptance
threshold, we vary the threshold from 0.5 to 0.9, in incre-



ments of 0.01. For each threshold, the d for standard devia-
tions is varied and tested, in increments of 0.1, between 0.8
times the threshold and 2 times the threshold. For exam-
ple, when the threshold has the value of 0.5, d is varied be-
tween 0.4 (0.8*0.5) and 1 (2*0.5). This allows for a total of
346 combinations to test with each user. The combination
of threshold and standard deviation that produces the best
tradeoff between FAR and IPR for the user is recorded. In
order to select which combination provides this best trade-
off, we plotted the FAR against the IPR yielded by each
combination. We identified the point of lowest sum for FAR
and IPR and the point of smallest difference between FAR
and IPR among the data points. Based on inspecting the re-
sults generated by our data, we find that the point of lowest
sum yielded superior FAR and IPR to the point of smallest
difference.

As an example, Figure 1 depicts the results for a single
user (user “4989044”). The threshold and standard devia-
tion that yielded the lowest sum point for this user was a
threshold of 0.60 and a standard deviation of 0.60. (Both
happen to have the same value of 0.6.) This threshold and
standard deviation is recorded and deemed to be most suit-
able to accurately authenticate this user.

2.3. Description of Dataset and Data Processing

For both experiments, we use a keystroke dynamics
dataset that we share publicly in the 2014 International Joint
Conference on Biometrics [10]. This dataset contains free-
text data for 39 users collected in a laboratory. Instead of
directly using the raw data, we preprocess it by remov-
ing blanks, backspaces, keystrokes deleted by backspaces,
which may have been used to correct misspellings or sim-
ply edit the text, and several other keys that we do not use.
After the preprocessing, we are able to obtain on average
about 16,000 keystrokes for each of the 39 users.

Experiment 1: We first record all occurrences of digraphs
and trigraphs in each user’s data. We then randomly pick
digraph and trigraph instances, based on the given size in-
formation, to create a test sample and a reference profile,
respectively. To apply the Gunetti-Picardi algorithm de-
scribed above, we divide each reference profile’s data into
five samples. We call matching a test sample to the user’s
own reference profile data a “genuine access,” and matching
the test sample to another user’s profile an “attack.” All the
tests are repeated 50 times to reduce random errors. There
are 39*50 genuine accesses and 39*38*50 attacks. Based
on these tests, we calculate and report the average False
Alarm Rate (FAR) and Imposter Pass Rate (IPR) for all 39
users.

Experiment 2: We split each user’s data into groups of
1,000 digraph instances. Based on the outcome of Exper-
iment 1, which suggests that test samples should contain
about 1,000 keystrokes, we keep the test sample size at

1,000 instances. Reference profile size was varied from
6,000 digraph instances to 17,000 digraph instances to test
the effect of reference profile sizes on authentication perfor-
mance. These tests involved n − 1 genuine tests, where n
thousand is the number of keystrokes provided by the user.
For instance, if a user provided 19,000 keystrokes, the algo-
rithm would run through 18 genuine tests. The test sample
size was then raised to 2,000 digraph instances, and the ref-
erence profile was varied from 6,000 digraph instances to
17,000 digraph instances. These tests involved

(
n
2

)
genuine

tests. In the end, only 25 users, out of the 39, had sufficient
data for all of our tests.

Regardless of test sample size, the number of impostor
tests was kept at 500, each test consisting of data randomly
selected from one of the remaining users. The genuine test
sample size was kept consistent with the impostor test sam-
ple size during all tests. The average FAR and IPR of 25
tested users was taken for each test sample and reference
profile size.

3. Results for Experiment 1
Based on the results from Experiment 1, we discuss the

effect of data size on FAR and IPR in Sections 3.1 and 3.2,
respectively. We summarize our findings in Section 3.3.

3.1. Effect of Data Size on False Alarm Rate (FAR)

Based on Figure 2 and Figure 3, we observe the follow-
ing points for FAR:

1. From the 18 lines in Figure 2, we can observe that for
reference profiles of the same size, as the test sample
gets larger, from left to right, the FAR value improves
and becomes smaller. This can also be seen from the
10 lines in Figure 3, which exhibit the overall trend
across all the lines that FAR can improve as the size of
a test sample increases from top to bottom, from 160
to 1,600 keystrokes.

2. The top seven lines in Figure 3 have higher average
FAR values than the remaining ones. Moreover, their
FAR values exhibit a U shape trend as reference pro-
files become larger. These seven lines are results for
test sample sizes ranging from 160 to 1,120 keystrokes.
This indicates that holding the test sample size con-
stant, increasing reference profile size does not always
improve FAR. Test samples must be large enough for
this to happen, about 1,000 keystrokes for this case
(between the 960 line and 1,120 lines in Figure 3).

The U shapes for the top seven lines in Figure 3, which
are resulted from testing with smaller test samples, can be
explained as follows. When the test sample and the refer-
ence profile are both too small, their feature values (dura-
tion for digraphs and trigraphs) occupy only a subset of the



Figure 4. Effect of Reference Profile Size on Imposter Pass Rate (IPR). X Axis Represents Reference Profile Sizes. Y Axis Represents
IPR Values. Each Line Represents the Results of Testing Test Samples of the Same Size, Ranging from 160 to 1,600 Keystrokes, against
Profiles of Different Sizes, Ranging from 800 to 14,400 Keystrokes.

Figure 5. Effect of Test Sample Size on Imposter Pass Rate (IPR). X Axis Represents Test Sample Sizes. Y Axis Represents IPR Values.
Each Line Represents the Results of Testing Reference Profiles of the Same Size, Ranging from 800 to 14,400 Keystrokes, against Test
Samples of Different Sizes, Ranging from 160 to 1,600 Keystrokes.

user’s complete feature space. As a result, it is more likely
for them to come from different value ranges and be differ-
ent. That is why FAR is high when both the test sample
and the reference profile are too small, as shown by the blue
line on the left in each line in Figure 3. When the size of the
reference profile increases, it will share more feature values
with the test samples, and thus, FAR gets better/smaller. But
increasing the profile size further, beyond a certain point,

will start to decrease its similarity with the test sample, re-
sulting in an increase in FAR values.

3.2. Effect of Data Size on Imposter Pass Rate (IPR)

Based on Figure 4 and Figure 5, we observe the follow-
ing points for IPR:

1. Figure 4 shows clearly that the reference profile size
can have a major effect on IPR. Larger reference pro-



file will lead to smaller IPR values. This can also be
seen from the 18 lines in Figure 5, which from top to
bottom, exhibit the overall trend across all the lines
that IPR can get better as the size of a reference profile
increases, from 800 to 14,400 keystrokes.

2. However, the 18 lines in Figure 5 reveal no clear trend
that increasing the test sample size will improve IPR.
Indeed, when reference profiles are smaller than 6,400
keystrokes, we can see from Figure 5 that the lines ex-
hibit a U shape or otherwise irregular shapes for their
IPR values. A separate plot (not shown) created for
those lines whose reference profiles larger than 6,400
reveals similar trends. This indicates that increasing
test sample size may not improve IPR, unlike what the
reference profile size does, as shown in Figure 4.

3.3. Selection of Data Sizes Based on Required
FAR/IPR

Integrating the discussions in Sections 3.1 and 3.2, we
conclude that

1. Larger reference profiles will drive down both IPR and
FAR values, provided that the test samples are large
enough.

2. Larger test samples have no obvious effect on IPR.
This is true regardless the size of the reference profiles.

Furthermore, we recommend the following process for
determining the appropriate sizes of a reference profile and
a test sample, based on the required FAR and IPR values:

1. Figure 5 is convenient for selecting a minimal size
for a reference profile, based on a given IPR value.
For example, if it is necessary to have an IPR lower
than 0.25%, then a reference profile of 6,400 or more
keystrokes, is needed. On the other hand, we can see
that a reference profile of 11,200 keystrokes can prob-
ably further drive down the IPR to below 0.05%.

2. Once a minimal reference profile size is selected, we
can use Figure 2 to select the test sample size, based
on a given FAR value. For example, if it is required
to have an FAR lower than 10%, from Figure 2, we
can see that the reference profile of size 6,400 selected
in the last step, is not good since it will result in an
FAR higher than 10%, regardless the test sample size.
On the other hand, if the required FAR is 5%, the ref-
erence profile of size 11,200 selected in the last step,
with a test sample of size 1,000, will be able to meet
the required 5% for FAR.

3. A practical limit on the test sample size is the deci-
sion time of the authentication system, which is di-
rectly impacted by a user’s typing speed. Requiring

Figure 6. Effect of Reference Profile Size on FAR (False Alarm
Rate). X Axis: Number of Keystrokes in Reference Profiles. Y
Axis: FAR. Test Sample Size: 2,000 Keystrokes.

a larger test sample implies that the authentication sys-
tem will need to wait longer between consecutive deci-
sions. This is undesired since it may reduce the level of
security of a system. For example, average computer
users type 33 words, or 165 characters, per minute 3.
With a test sample of 1,000 keystrokes required, the
authentication system must wait about six minutes be-
fore conducting the next authentication.

4. Results for Experiment 2
Our goal for Experiment 2 (“Zone-of-Acceptance” Al-

gorithm) is to provide additional evidence to confirm some
of the observations about the effect of data size that we ob-
tain from Experiment 1. Indeed, we observe similar effect
of reference profile sizes as in Experiment 1. Figure 6 and
Figure 7 show the effects of reference profile sizes on FAR
and IPR, respectively. Due to data limitations, we were
only able to test up to a reference profile size of 17,000 di-
graph instances. From our results shown in Figure 6 and
Figure 7, it can be noted that FAR and IPR continue to de-
crease as the reference profile size is increased from 6,000
to 17,000 keystrokes, with several fluctuations. Moreover, it
appears that a reference profile of 10,000 or above is needed
to achieve good authentication performance. These obser-
vations are consistent with the ones that we make in Exper-
iment 1.

However, because the way our algorithm optimizes for
its parameter values (Section 2.2) is very computation-
intensive and time-consuming, also partly motivated by the
observation from Experiment 1 about the selection of the
test sample size, we test only for test sample sizes of 1,000
and 2,000 keystrokes. As a result, we will not discuss fur-
ther about the effect of test sample sizes on authentication
performance in Experiment 2.

5. Discussion
Gunetti-Picardi [2] and Leggett et al. [5] represent two

different tradeoffs between FAR and IPR. By comparing
3http://en.wikipedia.org/wiki/Words_per_minute,

last accessed 12/12/2014.



Figure 7. Effect of Reference Profile Size on IPR (Imposter Pass
Rate). X Axis: Number of Keystrokes in Reference Profiles. Y
Axis: IPR. Test Sample Size: 2,000 Keystrokes.

Figure 2 and Figure 6, we can see that Gunetti-Picardi [2] is
generally more lenient on FAR than Leggett et al. [5]. On
the other hand, comparing Figure 4 and Figure 7, we can
see that Gunetti-Picardi [2] is more strict in terms of IPR,
thus better optimized for security applications than Leggett
et al. [5].

We find that larger reference profiles will drive down
both IPR and FAR values, provided that the test samples are
large enough. On the other hand, larger test samples have no
obvious effect on IPR, and this is true regardless of the size
of the reference profiles. These are good news for practical
deployment of keystroke authentication, since in practical
settings, it should be easy to create a reference profile with
several tens of thousands of keystrokes, if not more. Fur-
thermore, for test samples, we have mainly looked at 1,000
keystrokes, which on average still requires six minutes of
typing to create such as a test sample. So more work is
needed to investigate whether smaller test samples would
still work well enough.

In Experiment 1, we create a reference profile and a test
sample by randomly picking 2, 3-graphs instances, without
preserving their temporal order. Intuitively, timing is likely
an important factor, i.e., times are not “independent.” In
other words, if you at one time are typing to your boss and
another your spouse, your patterns may be different. But
since the algorithm currently does not utilize such temporal
information anyway, we believe that our approach is justi-
fied for the purpose of this study. In a subsequent experi-
ment, we preserve the timing information in reference pro-
files and test samples, but we observe no obvious difference
in the results.

6. Conclusion

To investigate the effect of data size on the performance
of free-text keystroke authentication, we conduct two exper-
iments, using two existing algorithms and a public dataset.
By systematically varying the sizes of the reference profile
and the test sample, we find that increasing reference pro-
files will drive down both IPR and FAR values, provided

that the test samples are large enough; On the other hand,
larger test samples have no obvious effect on IPR, and this
is true regardless of the size of the reference profiles. These
are good news for practical deployment of keystroke au-
thentication.

Future work can be devoted to replicating our study on
larger datasets, and with additional algorithms, to ensure the
external validity of our findings. Recently, the biometrics
community has started to systematically design datasets [6]
and apply statistical methods to more rigorously evaluate
performance [7] [9] [4]. Statistical methods can rigorously
quantify and control the parameters involved in such studies
and results (e.g., ensuring an adequate number of subjects
and samples are included in a dataset, and considering con-
ditions such as the types of keyboard used and a subject’s
mood). In addition to the existing public dataset [10], we
are currently establishing a new one, which can benefit from
incorporating these methods to guide our data collection.
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